


What is Al and how does it work?

e Simulation of intelligent behaviour in computers
* Recognizing speech, text, images

* Machine learning
e Goal defined algorithm
* Supervised, unsupervised

* Deep learning
e Algorithm can adapt itself
* Playing chess and Go



What a judicial system does with Al

* Process management

* Knowledge management
e Advice, suggestions

* Predictions

* Bias, discrimination

* Conservative

* Test for consistency



What Al can do for courts:

* Proven technology:

e Structuring information
* Case processing

* Providing information in chatbots



Structuring information:
E-discovery and how it works

* Pretrial discovery

* Information, evidence in documents, emails, messages
e Automated search

* Machine learning

* Parties agree on search terms and coding

* Agreement needs judicial consent

* Algorithm trained for effectiveness

* Then search for relevant information

* Recognized in US and UK



What Al can do for courts:
(1)

* Potential technology
* Advisory

* Preventing disputes
* Solution explorer
e Supporting resolution

* Forecasting outcomes
* Process analysis

* New insights



Online solution explorer

' BRITISH -
COLUMBIA | Solution Explorer

Something broken? Tell us

Civil Disputes

Goods or Services - Buyers

Your Exploration Inforrmation
] 12%

Access code: DGRPQPrAD E23 Email % Print

Additional External Eesources

Supplementary Resolution Options for
Buyers [

Limitation Periods (%'

How Can | Make my Claim with the
CRT?[(#

CRT Decisions [¥'

o [ eimsen

Welcome! We're going to ask you some questions about your dispute, so we can give
you the right information for your situation. First, why did you buy these goods or !
services?

If your dispute has multiple issues, explore the most important one first. Choose the answer that best fits the issue.

(") For personal, family or household use
(") For business use

(") For something else

Mot finding an option you were expecting? Help us improve our site and fell us what's missing.




Online divorce settlement negotiation

Uitelkaar.nl Bel ons

Onze diensten

Kies een module

Selecteer de module die past bij jullie situatie.

23+ ¥ ¥ &3

Scheidings- en Scheidingsplan Ouderschapsplan



Predicting US Supreme Court outcomes

Katz, Bommarito, Blackman

Info about judges

Political, biographical
No legal reasoning

l Claim 70,2% accuracy
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Predicting European Court
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BT OF HUMAN RIGHTS
COUR HR()PF!\\I S DROITS DE PHOMM!

Al e

Predictive Justlce?

—+ Aletras and Tsarapatsanis
Counting words + word groups in the decisions
Statistic probability

No explanation or legal reasoning

Claim 79% accuracy

Finding: judgments are largely based on the facts




Outcomes

* Is 79% good?
* Yes/no: 50% probability,
* all cases 84% probability the court will find some violation of ECHR

* Analysis:
* judicial decision-making is significantly affected
* by the stimulus of the facts.



What does Al do to the judicial system

* Bias, discrimination

* Conservative

* Test for consistency

* What if lawyers use predictions?



2. Issues for the administration of justice

@Data quality and quantity

@Discrimination and bias -
©Lack of transparency Q & f




Discrimination and bias

e Result:

@ Unjust treatment of different
categories of people

Q Distinction we consider unfair

* Cause:

Biased judges?

Biased laws?

Biased programmers?
Lack of data?

Bad algorithms?

D

The Toronto Declaration: Protecting the right
to equality and non-discrimination in

machine learning systems

Preamble

1. As machine leaming systems advance in capability and increase in use, we must
examine the impact of this lechnology on human rights. We acknowledge the
potential for machine learning and related systems to be used to promote human
rights, but are increasingly concerned about the capability of such systems to
facilitate intentional or inadvertent discrimination against certain individuals or groups
of peaple. We must urgently address how these technologies will affect people and
their rights. In a world of machine learning systems, who will bear accountability for

harming human rights?

2. Asdiscourse around ethics and artificial intelligence continues, this Declaration aims

to draw attention to the relevant and ved framewark of

human rights law and standards. These universal, binding and actionable laws and
standards provide tangible means to protect individuals from diserimination, to
promote inclusion, diversity and equity, and to safeguard equality. Human rights are
“universal, indivisible and interdependent and interrelated.”!

3. This Declaration aims to build on existing discussions, principles and papers
exploring the harms arising from this technology. The significant work done in this

area by many experts has helped raise awareness of and inform discussions about

T UN Human Rights Commitiee, Vienna Declaration and Programme of Action, 1993,
hitp:J!veww.ohchr.oral #Vienna.aspx




Issues: Discrimination and bias (Compas)

Two Petty Theft Arrests

Correctional Offender Management Profiling for Alternative
Sanctions (COMPAS)
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Data quality (and quantity)

Quality - Who controls the information?

The court?
The judiciary?
Who else?

Quantity -» How much is enough?

How many court decisions to
forecast case outcome?



Lack of transparency

Commercial products
are proprietary

R®SS




Issues: Judge profiles

Judge Dashboard Specific Language Litigation Strategy



Benz no. 1, the world’s 1st automobile (1890s)

People get killed ¥g
No security

|




Not very intelligent
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Al: how to deal with it? =



Regulating Al: human control

* Responsible Al

* Ethical Al m EUROPEAN COMMISSION
e CEPEJ Principles

* EU White paper on Al

* EU proposal for Al regulation

Machine Bias

COUNCIL OF ELROPE

L-'/ CONSEIL DE L'EUROPE




Regulating Al in judicial systems

EUROPEAN COMMISSION FOR THE European ethical Charter for the use of Al
EFFICIENCY OF JUSTICE (CEPE)) in judicial systems and their environment

European ethical Charter
on the use of Artificial Intelligence in
judicial systems and their environment

v" 1 Respect for fundamental rights

v" 2 Non-discrimination

v 3 Quality and security

v 4 Transparency, impartiality and fairness
v 5 Under human control

Adopted at the 315t plenary meeting
of the CEPL) {Strasboung, 3-8 December 2018)

T TR



Principle 5: Al under user control

v’ Preclude a prescriptive approach
-> The computer does not decide on its own

v Ensure that users are informed actors
-> Users know what the Al does

v’ Users are in control of their choices
-sUsers can decide what to do with the Al’s
result




What courts need to do for Al

* Human, judiciary and court control:
* Design
e Development
» Safeguarding correct workings

* Improving legal source input
* Correct data
* Secure data
* Enough data
* Machine-processable judgments



